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Machine translation is a computational procedure that seeks to provide the translation of utterances from one language into another language. Research and development around this grand challenge is bringing this technology to a level of maturity that already supports useful practical solutions. It permits to get at least the gist of the utterances being translated, and even to get pretty good results for some language pairs in some focused discourse domains, helping to reduce costs and to improve productivity in international businesses.

There is nevertheless still a way to go for this technology to attain a level of maturity that permits the delivery of quality translation across the board.

The goal of the QTLeap project is to research on and deliver an articulated methodology for machine translation that explores deep language engineering approaches in view of breaking the way to translations of higher quality.

The deeper the processing of utterances the less language-specific differences remain between the representation of the meaning of a given utterance and the meaning representation of its translation. Further chances of success can thus be explored by machine translation systems that are based on deeper semantic engineering approaches.

Deep language processing has its stepping-stone in linguistically principled methods and generalizations. It has been evolving towards supporting realistic applications, namely by embedding more data based solutions, and by exploring new types of datasets recently developed, such as parallel DeepBanks.

This progress is further supported by recent advances in terms of lexical processing. These advances have been made possible by enhanced techniques for referential and conceptual ambiguity resolution, and supported also by new types of datasets recently developed as linked open data.

The project QTLeap explores novel ways for attaining machine translation of higher quality that are opened by a new generation of increasingly sophisticated semantic datasets and by recent advances in deep language processing.

www.qtleap.eu
Funded by
QTLeap is funded by the 7th Framework Programme of the European Commission.

Supported by
And supported by the participating institutions:

- Faculty of Sciences, University of Lisbon
- German Research Centre for Artificial Intelligence
- Charles University in Prague
- Bulgarian Academy of Sciences
- Humboldt University of Berlin
- University of Basque Country
- University of Groningen
- Higher Functions, Lda
Deliverable D2.1: Report on the state of the art of MT

## Revision history

<table>
<thead>
<tr>
<th>Version</th>
<th>Date</th>
<th>Authors</th>
<th>Organisation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>Dec 10, 2013</td>
<td>Rudolf Rosa</td>
<td>CUNI</td>
<td>First draft</td>
</tr>
<tr>
<td>1.5</td>
<td>Dec 13, 2013</td>
<td>Rudolf Rosa, Ondřej Bojar, Ondřej Dušek, Martin Popel</td>
<td>CUNI</td>
<td>Feedback from CUNI integrated</td>
</tr>
<tr>
<td>2.0</td>
<td>Dec 20, 2013</td>
<td>Rudolf Rosa, Ondřej Bojar, Ondřej Dušek, Martin Popel</td>
<td>CUNI</td>
<td>Feedback from IICT-BAS integrated</td>
</tr>
<tr>
<td>2.0</td>
<td>Aug 18, 2014</td>
<td>Gertjan van Noord</td>
<td>UG</td>
<td>agrees with sections 5, 6 and 7 (no changes made)</td>
</tr>
<tr>
<td>2.0</td>
<td>Sep 9, 2014</td>
<td>Eneko Agirre, Gorka Labaka, Nora Aranberri, António Branco</td>
<td>UPV/EHU, FCUL</td>
<td>agrees with sections 5, 6 and 7 (no changes made)</td>
</tr>
<tr>
<td>2.0</td>
<td>Sep 22, 2014</td>
<td>Kiril Simov, Petya Osenova</td>
<td>IICT-BAS</td>
<td>agrees with sections 5, 6 and 7 (no changes made)</td>
</tr>
<tr>
<td>2.0</td>
<td>Sep 22, 2014</td>
<td>Aljoscha Burchardt</td>
<td>DFKI</td>
<td>agrees with sections 5 and 6 (additions made to sections 2 and 7)</td>
</tr>
<tr>
<td>2.5</td>
<td>Jun 8, 2015</td>
<td>Martin Popel, Rudolf Rosa</td>
<td>CUNI</td>
<td>following the recommendations in the 1st year Technical Review Report and the IICT-BAS internal review</td>
</tr>
</tbody>
</table>

---

**Statement of originality**

This deliverable contains original unpublished work except where clearly indicated otherwise. Acknowledgement of previously published material and of the work of others has been made through appropriate citation, quotation or both.
Report on the state of the art of MT

DOCUMENT QTLEAP-2015-D2.1
EC FP7 PROJECT #610516

DELIBERABLE D2.1
completion
FINAL
status
SUBMITTED
dissemination level
PUBLIC

responsible
Jan Hajič (WP2 Coordinator)

reviewers
Kiril Simov, Petya Osenova

contributing partners
CUNI

authors
Rudolf Rosa, Ondřej Bojar, Ondřej Dušek, Martin Popel

© all rights reserved by FCUL on behalf of QTLeap
## Contents

1 Overview 8

2 Rule-based Approaches 8

3 Syntax-uninformed SMT 9
   3.1 Word-based Statistical Machine Translation 10
   3.2 Phrase-based Statistical Machine Translation 10
      3.2.1 Exploiting Morphological Analysis in SMT 11
   3.3 Hierarchical Models 11
   3.4 Problems of Linguistically Uninformed SMT 12

4 Shallow Syntax-Based Approaches 13
   4.1 Tree-to-string Translation 13
   4.2 String-to-tree Translation 14
   4.3 Tree-to-tree Translation 14

5 Post-editing 14
   5.1 Human Post-editing 14
   5.2 Automatic Post-editing 15
   5.3 The Depfix System 15

6 Deep-syntax-based Statistical Approaches 16
   6.1 Motivation for MT based on deep syntax 16
   6.2 Deep MT prototype: TectoMT 17

7 Beyond the State of the Art 18

8 Conclusion 19
List of Abbreviations

<table>
<thead>
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<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
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<tr>
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<tr>
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<td>Machine Translation</td>
</tr>
<tr>
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<td>Phrase-Based Statistical Machine Translation</td>
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<tr>
<td>RBMT</td>
<td>Rule-Based Machine Translation</td>
</tr>
<tr>
<td>SMT</td>
<td>Statistical Machine Translation</td>
</tr>
<tr>
<td>STSG</td>
<td>Synchronous Tree Substitution Grammar</td>
</tr>
</tbody>
</table>
Introduction

In this deliverable, we review the approaches employed in current state of the art machine translation systems, identifying their strengths and weaknesses. This constitutes the starting point for the QTLeap project, as we take these methods for our baseline, and base the goals of our project on surpassing their most important limitations.

1 Overview

Machine translation (MT) started with rule-based approaches. Rule-based MT in general is very difficult because reaching a broader coverage of the language needs a lot of time, manual effort and language expertise.

MT came to a revolution with the introduction of statistical machine translation (SMT), which has been the state-of-the-art in MT ever since. The early attempts at SMT were rather simplistic and assumed a word-for-word correspondence between the languages. With phrase-based SMT (PB-SMT), a big leap in quality was achieved. The inherent limitations of PB-SMT are constantly being addressed by new methods but most of the easier errors have been fixed and improving PB-SMT is getting harder and harder.

Some of the many remaining issues of PB-SMT can be tackled by syntax-based SMT, which however on average across language pairs seems to still perform worse than PB-SMT. A promising path is deep syntax-based SMT, employing deep linguistic analysis of input sentences, but there are still many obstacles on the way to its effective use and competitive performance.

2 Rule-based Approaches

Rule-based machine translation systems with handcrafted rules, such as Systran [Toma, 1977], ETAP-3 [Boguslavsky, 1995], Lucy [Alonso and Thurmair, 2003] or Apertium [Forcada et al., 2011], require experts both in linguistics and programming to build a system of a reasonable quality for a new language pair.¹ Most such systems do not exploit fully deep analysis; typically, only morphological or syntactic processing is employed and a shallow transfer is used (but see Bond et al. [2011]). ETAP-3 performs some kind of deeper processing as its transfer is inspired by the deep syntactic representation (DSyntR) and the surface syntactic representation (SSyntR) of the Meaning-Text Theory.² In general, existing purely rule-based systems may be useful for small closed domains or as very rough translations for under-resourced languages,³ but they cannot reach the goals of the QTLeap project, namely producing high-quality outbound translations that ideally do not require any human post-editing. However, recent advances such as, e.g., the integration of stochastic information into the tree selection within the transfer phase [e.g. Federmann and Hunsicker, 2011b,a], have shown great potential of a hybrid combination of statistical and linguistic methods, which is the goal of QTLeap.

¹ In Apertium, it is claimed that only linguist experts with basic knowledge of Apertium are needed for a new language pair, once the engine is in place, as the engine itself is designed to be language independent.
² ETAP-3 is a closed-source proprietary rule-based English-Russian MT system. Therefore, the exact extent of the deep processing cannot be reliably assessed.
³ As noted e.g. on http://wiki.apertium.org/wiki/Frequently_Asked_Questions
Currently, development and/or research on purely rule-based MT systems is extremely rare. To the best of our knowledge, Apertium is the only purely RBMT system in active development for which information about its internals is available.\textsuperscript{4} Adding a new language pair requires a large amount of work by a language expert, thus being rather costly, especially in comparison with SMT. Thanks to a community-style approach to resource creation, Apertium currently supports 40 translation directions, with a focus on small and under-resourced languages where there is little or no competition from SMT systems. However, this approach does not scale well to new languages, as it requires Apertium-specific resources to be manually built for each individual language pair – unlike other approaches presented in the following sections, which exploit already existing general-purpose NLP tools (such as syntactic parsers), and try to avoid handcrafting of language-specific or even language-pair-specific resources and tools.\textsuperscript{5}

In recent years, several advanced features have been developed for Apertium, such as basic semantic annotation, or semantic filters based on subject fields [Duran et al., 2013].

In QTLeap, we decided to use Lucy for German, a closed-source RBMT system that has successfully been used in previous projects (Euromatrix+, QTLaunchPad), and achieves competitive results in comparison to SMT systems, successfully capturing the structural and semantic differences between German and other languages. The translation in Lucy consists of hand-written linguistic rules, which perform deep syntactic parsing of the input sentence, transfer of the resulting tree to the target language, and generation of the target sentence by employing inflection and agreement rules.

Nowadays, even when constructing a primarily rule-based system, approaches known from SMT or other statistical methods are typically employed to construct both the lexicons and the translation rules [Font Llitjós and Vogel, 2007]. Some systems with rule-based transfer exploit (statistical) language models in the synthesis phase at runtime [Habash and Dorr, 2002]. Various statistical approaches can be employed in Apertium, such as n-gram language models for paradigm selection [Sánchez-Cartagena et al., 2012], or statistical target-language models and maximum-entropy models for lexical selection [Tyers et al., 2015]. Such systems are usually denoted as \emph{hybrid systems} and cannot be easily classified either as rule-based or statistical, as they try to get the best of both of these approaches by exploiting the differences in their strengths and weaknesses.

### 3 Syntax-uninformed SMT

The first SMT systems utilized virtually no linguistic information. They provided a mapping from the source to the target language that was done on the plain word forms. More recent “factored” SMT systems allow to incorporate arbitrary information for individual tokens. Including e.g. morphological tags in the model is thus easy, but any structural information remains hard to capture in a way that would lead to a significant improvement [Cettolo et al., 2008, Wang et al., 2012a,b].

\textsuperscript{4} Several closed-source commercial systems exist that are also presumably rule-based, but very little or no information has been published about their operation, and we are thus unable to provide details about the approaches to translation they employ.

\textsuperscript{5} Still, some resources developed for Apertium, such as morphological analyzers, taggers and generators, can be used in other applications, especially in case of under-resourced languages [Tyers et al., 2010].
3.1 Word-based Statistical Machine Translation

Statistical machine translation was introduced in the work on IBM models [Brown et al., 1988, 1990, 1993] and it was originally word-based. Although mainstream SMT moved to phrase-based models, as phrases proved to be much more useful translation units than individual words, the original IBM models (and HMM alignment [Vogel et al., 1996]) are still used as the base approach to word-alignment in tools such as GIZA++ [Och and Ney, 2000].

SMT follows the noisy channel model, according to which the probability of the translation of a sentence, i.e. the conditional probability of the target sentence given the source sentence, can be decomposed using the Bayes rule to a product of the conditional probability of the source sentence given the target sentence and the probability of the target sentence (divided by the probability of the source sentence, which is constant in the MT setting and thus can be ignored) – see Equation 1.

\[
P(\text{target}|\text{source}) \propto P(\text{source}|\text{target}) \cdot P(\text{target})
\] (1)

In word-based SMT, the \( P(\text{source}|\text{target}) \) is modeled by the translation model (TM) which uses factorization into probabilities of each target word being the translation of the corresponding source word; these probabilities are estimated from word-aligned bilingual training data. \( P(\text{target}) \) is modeled by a language model (LM), which scores the sentences generated by the TM for fluency. Usually, an n-gram language model is employed, which estimates probabilities of occurrences of word n-grams from monolingual training data.

3.2 Phrase-based Statistical Machine Translation

For most language pairs and domains, the state-of-the-art translation results are achieved by phrase-based or hierarchical phrase-based SMT systems (PB-SMT) such as Moses [Koehn et al., 2007], Joshua [Li et al., 2009], cdec [Dyer et al., 2010], or Jane [Vilar et al., 2010].

In the phrase-based approach [Och and Weber, 1998, Och et al., 1999, Koehn et al., 2003], the parallel sentences that constitute the training data are segmented into pairs of parallel phrases (word n-grams), which are then stored in a phrase table together with the frequencies of their occurrence in the training data. The translation model then uses the phrase table to predict the probability of translating a whole source phrase to a whole target phrase, rather than predicting translations of individual words.

Most current approaches are based on the method of Koehn et al. [2003], which led to the creation of Moses [Koehn et al., 2007], one of the most widely used machine translation toolkits today. Moses uses a discriminative log-linear model instead of the basic noisy channel model [Och and Ney, 2002], which enables it to combine the scores from the translation model and the language model with various features, accounting e.g. for context or grammar.

A common method for the optimization of model weights is the Minimum Error Rate Training [Och, 2003], which uses automatic translation quality metrics computed on a heldout data set to estimate the appropriateness of the parameter setting. Several alternative methods with better properties, such as higher stability, have been proposed since, from which PRO (pairwise ranking optimization) [Hopkins and May, 2011] is one of the most widely used.
3.2.1 Exploiting Morphological Analysis in SMT

The first SMT systems did not employ any analysis of the sentences apart from tokenization and case normalization (which is usually implemented simply as lowercasing all letters). While this usually works well for morphologically poor languages, such as English or Chinese, morphologically richer languages, such as Czech or Finnish, constitute a grave obstacle for such approach, as it has to face severe data sparseness problems due to the large numbers of possible word forms.

One of the successful ways of incorporating morphological analysis of the sentence are factored translation models [Koehn and Hoang, 2007]. In this approach, each token is represented by an n-tuple of attributes, e.g., \( \langle \text{word form, lemma, part-of-speech tag} \rangle \). When applied on the source side, it allows to generalize over the individual word forms and use e.g., lemmas instead, although still adhering to the phrase-based approach of translating linear sequences of entities using a phrase table. When applied on the target side, additional language models can be used, e.g., a LM over morphological tags. Such more general LMs can be estimated more reliably given a fixed amount of data, and the same computing resources allow for longer n-grams.

When targeting a morphologically rich language, words in new forms are often needed, i.e., forms never seen in the parallel training data. Factored models in principle allow this but in practice fall into the trap of combinatorial explosion of all possible word forms. Among the possible remedies, an interesting approach is that of [Toutanova et al., 2008], who use a two-stage system. In the first stage, the authors use a PB-SMT system to translate the source sentence into a sequence of lemmas or stems. The correct inflection of each of the tokens is then generated in the second stage. The basic setup works well with rather limited parallel data [Bojar and Kos, 2010] and Fraser et al. [2012] were the first to achieve gains also with larger data.

3.3 Hierarchical Models

Hierarchical phrase-based statistical machine translation is characterized by the introduction of non-terminal symbols into the phrases. While this approach is inspired by phrase-structure syntax and the descriptions are formalized as synchronous context-free grammars, the actual structures used in hierarchical translation systems are not based on explicit linguistic annotations. Instead, they are inferred automatically from an unparsed parallel data. As a result, they are very flat and can be thought of as phrases with gaps. The introduction of hierarchical models is motivated by the inability of traditional phrase-based approaches to capture discontinuous phrases, which is believed to be one of their most significant drawbacks.

The hierarchical approach was pioneered by Chiang et al. [2005] in their Hiero system. However, this system uses chart parsing for decoding, which is incompatible with the usual left-to-right decoding approach, and therefore cannot benefit from many methods used to improve the translation quality in PB-SMT. Watanabe et al. [2006] and [Galley and Manning, 2010] address this issue by employing a left-to-right search algorithm which allows for certain kinds of discontinuous or gappy phrases and achieves performance competitive to phrase-based models.
3.4 Problems of Linguistically Uninformed SMT

Since its introduction, SMT has faced many issues, out of which many have already been successfully addressed, but many still wait to be solved either by improvements to the existing SMT systems or by designing new ways of performing machine translation.

Linguistically uninformed statistical MT systems are limited by the absence of appropriate linguistic abstraction.

Weaknesses of the shallow SMT\(^6\) approaches are well known: problems with word order in typologically different languages, problems with capturing long-distance dependencies, grammatical and semantic cohesion, etc. [Bojar, 2011, Fishel et al., 2012, Gojun and Fraser, 2012]. For example, it is not unusual that an SMT system produces a translation with exactly the opposite meaning of the input (e.g. in double negation and negative concord phenomena).\(^7\) Even from the statistical and engineering point of view, shallow SMT is inadequate because of its susceptibility to data sparseness problems and combinatorial explosion.

PB-SMT systems are rather good at lexical disambiguation in common phrases, partly thanks to the use of (surface string) n-gram language models. They, however, often fail to make the right lexical choice when the phrase is split into several parts or contains an uncommon word in the middle, which results in the necessary context being out of reach for an n-gram language model [Crego and Yvon, 2010]. On the other hand, SMT systems usually do not perform well in grammaticality of the target sentence. For highly inflecting languages, they are generally unable to model grammatical rules of the language, as compared to rule-based systems that typically employ a deterministic morphological generator and thus make significantly fewer errors in inflection [Ceausul and Tufis, 2011, Dove et al., 2012].

This problem can be partly diminished by employing a large language model, although long-distance dependencies and phrases containing uncommon words still continue to be inflected randomly rather than correctly [Guthrie et al., 2006, Wu and Matsumoto, 2014]. Also, as no fine-grained morphological tagging is usually employed, homonymous forms are not disambiguated and their agreement still cannot be easily captured [Minkov et al., 2007, Avramidis and Koehn, 2008, Rosa et al., 2012b].

Moreover, a further drawback of a powerful language model, especially when the translation model is much smaller (which is often the case), is the risk of misleading: a fluent output might not be a good translation of the source text. A strong language model can also easily force the translation model to leave out a word or to generate a surplus word, changing or even inverting the meaning of the sentence, or simply making the sentence completely unintelligible [Lambert et al., 2006]. A notable error of this type is leaving out the main predicate, which can easily happen as most SMT systems do not have a way to tell that some words are more important than others [Ma and McKeown, 2009].

Both lexical and grammatical accuracy of the output is further hindered by the fact

---

\(^6\) By shallow SMT we mean SMT which uses no linguistic analysis, or only shallow analysis: tokenization or morpheme splitting, tagging, lemmatization, but no syntax. Most current PB-SMT are shallow, though there are ways to use syntax (dependency or constituency) in PB-SMT, as discussed in Section 4.

\(^7\) Errors in negation can mislead the users in a dangerous way because the translation may be fully grammatical and fluent, so the users may not notice this error (unlike with incomprehensible translations). For example, the Dutch phrase “TWV niet vereist” (work permit not required) is translated by Google Translate (as of May 2015) as “Permit required”. See [https://translate.google.com/#nl/en/TWV%20niet%20vereist](https://translate.google.com/#nl/en/TWV%20niet%20vereist) (note the missing period after the input phrase). Errors in negation are not uncommon in SMT [Bojar et al., 2013b, Fancellu and Webber, 2014], especially if one of the languages uses double negation [Rosa, 2013, p. 25].
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that most SMT systems are unable to efficiently incorporate information from neighboring sentences or from the whole text and its domain, leading to errors in inter-sentential cohesion, broken coreference chains, domain-ignorant lexical choices, etc. [Hardmeier and Federico, 2010]. Punctuation is also often processed incorrectly, especially if the target language has clear but complex punctuation rules that the statistical models are unable to capture, or if the punctuation rules of the source and target language are substantially different [Koehn and Haddow, 2009].

4 Shallow Syntax-Based Approaches

In the previous section, we described approaches that operate on the lowest levels of the Vauquois triangle (see Figure 1), with minimal or no abstraction over the actual word forms. In this section, we will move upwards in the triangle.

Let us start with a terminological note: by syntax we mean linguistically-motivated syntax. Therefore, we do not consider hierarchical models described in Section 3.3 syntax-based, unless linguistically motivated non-terminals are used, e.g. as observed in a manually annotated treebank.

For syntax-based SMT approaches, several research directions have been proposed that use linguistically motivated structures on the source side only (tree-to-string), the target side only (string-to-tree), or both the source side and the target side (tree-to-tree).

4.1 Tree-to-string Translation

There are many ways of incorporating linguistically motivated syntax trees into machine translation.

Huang et al. [2006] is a prominent example of a tree-to-string translation approach called syntax-directed translation, in which the syntactic structure of the source sentence
is used to guide the decoder in generating the target sentence. This work was further extended by Liu and Gildea [2008], who use not only the syntactic structure but also semantic role labels.

Zhang et al. [2007] combine the tree-to-string approach with hierarchical approach, using both linguistic and non-linguistic features.

4.2 String-to-tree Translation

The inverse approach, where the source sentence is used to generate the syntactic tree or tree fragments of the target sentence, is used less frequently. This approach is usually motivated by the effort to find a grammatically correct translation, especially when translating into a morphologically rich language. String-to-tree translation was pioneered by Galley et al. [2004] and later extended by Marcu et al. [2006] and Liu et al. [2007] by adjusting the parse trees for easier rule extraction. However, Williams and Koehn [2011] suggest that adding only a set of agreement constraints seems to be a more effective way of ensuring output grammaticality.

4.3 Tree-to-tree Translation

One of the most influential tree-to-tree approaches is Synchronous tree substitution grammar (STSG). STSG was introduced into MT by Hajić et al. [2002], and formalized by Eisner [2003]. It is based on an assumption that a valid translation of an input sentence can be obtained by local structural changes of the input syntactic tree and translation of node labels while there exists a derivation process common to both of the languages. Although such an idea is theoretically promising and could remedy the above mentioned problems of PB-SMT, it has not outperformed PB-SMT in practice yet.

Bojar [2008] identified several causes of such low performance, one of which is an inherent STSG property that holds when applied to dependency trees: All immediate dependents of internal nodes must be included in a translation rule. This leads to data sparseness and prevents the extraction of many useful rules (e.g. seeing “he runs quickly” → “er läuft schnell” in the training data does not allow us to translate “he runs” unless we have also seen “he runs” → “er läuft” in the training data). Another problem of the STSG approach underlined by Bojar [2008] is that when a node with all its attributes (lemma and grammatical categories etc.) is taken as an atomic unit, the resulting translation model is very sparse and unreliable. When each attribute is translated separately using factored models but without taking other attributes into account, the resulting MT quality is unsatisfactory as well.

5 Post-editing

5.1 Human Post-editing

The highest quality of translations is still achieved by human translators. However, it has been shown that even when the translation is performed by a trained professional,
machine translation can be of benefit – Green et al. [2013] and other studies show that post-editing machine translation outputs by human translators leads to better and faster translations compared to unassisted translating. Such observations led to establishing the field of computer-aided translation, which deals with various ways in which MT systems and human translators may interact to achieve high-quality translations in an efficient way [Langlais et al., 2000, Koehn, 2009].

5.2 Automatic Post-editing

Observations from human post-editing led to the idea of automatic post-editing, which follows the usual practice of treating a difficult problem by breaking it down into several simpler subproblems. Moreover, post-editing is a common technique even with human translators and helps them in achieving high-quality translations. Therefore, it may be reasonable to assume that automatic post-editing is closer than one-step translation to the way that the highest quality translations are usually obtained.

The task of automatic post-editing (APE) is different from the typical task of one-step machine translation in some ways. Most of them stem from the fact that the post-editing system has access to a preliminary translation, which can be used both as a source of information for the system, and as a backoff output when the post-editing system is unable to improve upon the machine translation system. In the typical machine translation setting, effort is typically made to produce a translation even when the system is very unsure about its quality, so that out-of-vocabulary events are avoided. This is different with APE since the system should only make an edit if it is reasonably sure that it will improve the quality of the translation. This also allows for a simpler design of the APE system, as it need not have the ability to generate a full sentence – it suffices to spot and correct errors, leaving the rest of the sentence intact.

First APE approaches dealt with statistical post-editing of rule-based MT [Simard et al., 2007], and showed that the translation quality can be improved significantly using such approach. However, as SMT is the current state-of-the-art approach to machine translation, focus has moved to post-editing of SMT. Mildly positive results were reported for statistical post-editing of SMT by training an SMT system to post-edit its own outputs [Oflazer and Durgar El-Kahlout, 2007, Bechara et al., 2011].

A more promising research path seems to be the use of an APE system that is substantially different from the first-stage SMT system, being strong in some aspects in which the SMT system is weak. First such approach is that of Stymne and Ahrenberg [2010], who use a grammar checker to correct errors in SMT from English to Swedish. Another such approach is the Depfix system [Rosa et al., 2012b] for English-to-Czech translation, which is described in the following section.

5.3 The Depfix System

Depfix performs rule-based post-editing of phrase-based SMT. The phrase-based system provides a baseline translation. Any phrase-based system can be used, even a closed-source one. The Depfix system analyzes both the source sentence and its translation provided by the PB-SMT system. In doing so, it employs various NLP tools, including morphological taggers and dependency parsers, which produce a feature-rich linguistic representation of
the sentences. This representation is then used by a set of linguistic rules that detect many common mistakes made by PB-SMT systems (mostly grammatical mistakes, such as agreement errors). The detected errors are fixed in the linguistic representation, and a corrected translation is then produced using a morphological generator that generates the surface word forms from their linguistic representation. The Depfix system has been shown to be able to significantly improve the quality of outputs of most PB-SMT systems, including state-of-the-art systems.

Although probably constituting a promising research path, the current version of Depfix has many issues. The gravest problem is that the post-editing is implemented only for English-to-Czech translation, and, while being theoretically adaptable to other translation directions, the fact that Depfix is rule-based and the rules are manually crafted, makes any such adaptation laborious. Another drawback of Depfix is its inability to correct lexical errors, which often appear in MT systems’ outputs and significantly lower their quality. It should also be noted that while benefiting from the level of abstraction provided by syntactic trees, Depfix is still unable to correctly capture many complex phenomena as a higher abstraction level would be needed for such task.

6 Deep-syntax-based Statistical Approaches

Some researchers are currently turning their attention to more complex SMT approaches that go beyond the basic syntax-based MT systems. Although it was thought to be an easy task at the beginning, machine translation has turned out to be a rather difficult one through the many years of research, and it seems reasonable to believe that we must leverage nearly all of our linguistic knowledge, resources, and tools to reach a satisfying quality of MT. This may combine phrase-based SMT approaches, which have proven to be very efficient and successful for MT, syntax-based SMT, which addresses issues that are extremely hard or impossible to handle by phrase-based SMT, deep language processing, which is able to abstract from semantically irrelevant surface differences, semantic analysis, which can capture the text meaning itself, but also rule-based approaches, which are extremely efficient at handling e.g. highly regular language features, etc.

In QTLeap, we specifically focus on dependency deep syntactic trees, as dependency trees are becoming more popular than constituency trees in many areas of computational linguistics in recent years. One of the important advantages of dependencies over constituencies is the fact that they can naturally capture some language phenomena common in the QTLeap languages – such as non-projective relations, which are frequent in languages with a relatively free word order. Dependencies are also the formalism used by most of the partners in all of their treebanks, deepbanks, and NLP tools, and the QTLeap members have therefore a strong expertise in dependency syntax.

6.1 Motivation for MT based on deep syntax

Efforts to build translation models around deep syntactic structure often move the level of linguistic abstraction a step deeper into semantic roles and relations, promising:

- Simplification of the transfer step because of a greater structural similarity between the deep structures of the two languages as compared to the surface phrases, even if we do not assume a language-independent representation.
Better generalization. While phrase-based approaches operate on word forms and have to learn translations of all morphological variants of a word independently, transfer at a deep layer typically operates on lemmas (base forms of words) of content words. One may thus be able to achieve the same coverage using less parallel data, if morphological and surface-syntactic analysis and generation steps are handled by external tools or trained on (much larger) monolingual data. A further generalization happens for grammatical constructions, whose surface realizations are typically abstracted from, and only their meaning is captured by language-neutral attributes of the deep tree nodes: for instance, the passive and active verbal constructions can be represented nearly identically, differing only in the value of a single attribute.

Improved grammaticality of the output. An indisputable advantage of the explicit representation of target-side sentence structure in MT is improved grammaticality of the MT output.

### 6.2 Deep MT prototype: TectoMT

While promising results have been reported on small training datasets [Hearne, 2005], most attempts to use deeper analysis in MT either have failed to match the phrase-based benchmark [Čmejrek et al., 2003, Žabokrtský et al., 2008, Bojar, 2008] or were never directly compared to the state-of-the-art [Richardson et al., 2001, Apresjan et al., 2003, Oepen et al., 2007]. One reason may be that MT’s use of deeper analysis has had a different focus, aiming at higher output quality over system coverage [Riezler and Maxwell, 2006].

A notable exception is the TectoMT system [žabokrtský et al., 2008, žabokrtský and Popel, 2009] for English-to-Czech translation via deep syntactic representation. TectoMT regularly takes part in the WMT shared task on news text translation. In the last few years, even the manual evaluation has had troubles identifying whether TectoMT performs better or worse than the state-of-the-art phrase-based system trained on the same amount of data [Bojar et al., 2011].

The EuroMatrix project [Bojar and Týnovský, 2009] identified two main problems that have stood in the way of the potential deep analysis benefits — first, reduced training data due to the additional constraint of parallel syntactic structures, a problem also noticed in shallow syntactic approaches described in Section 4 [Chiang, 2010], and second, additional linguistic attributes due to each node in the deep representation having a few dozen detailed flags representing e.g. verbal tense, mood, or gender. Most of these attributes have to be provided by the transfer step to the final generator, which in the implementation of Bojar [2008] led to an unbearable memory cost (for all possible combinations of values of the attributes) or a high risk of search errors (due to heavy pruning of these combinations).

TectoMT approach avoids these traps by strictly decomposing trees into individual nodes (thus avoiding the data loss due to structural divergence) and by carefully hand-crafted rules to transfer most of the attributes. The core of the TectoMT system is now a statistical transfer converting an English deep syntactic tree into the Czech counterpart [žabokrtský and Popel, 2009]. It is only the lemmas of the words and so-called formemes, a very compact representation of morpho-syntactic relationships of neighboring words (e.g. the case and the preposition for nouns) that enter the search. The tree transfer in TectoMT relies on the assumption that the tree structure is isomorphic in the two languages. This assumption is not possible for surface-syntactic trees, but it is viable for
the deep trees used in TectoMT, the so-called tectogrammatical trees as used in Prague
dependency treebanks [Hajič et al., 2006, 2012].

7 Beyond the State of the Art

The key point of the QTLeap project in order to surpass the state-of-the-art in MT
is to combine probabilistic and linguistically precise approaches in novel ways as this
is becoming possible by recent advanced multilingual parallel DeepBanks and advanced
statistical modeling techniques. This section presents just a reduced list of promising
paths, taken from the QTLeap Description of Work, which will be described in future
QTLeap deliverables.

Statistical methods and machine learning integrated with lexical semantic and deep
processing will be used to get reliable deep structures of sentences (e.g. predicate-
argument structure in tectogrammatical dependency trees with rich semantic attributes,
MRS logical forms, etc.) This paves the way to change the current MT technological
paradigm in several crucial aspects:

• by using tree-to-tree statistical transfer while extensively relying on deep linguistic
representations that abstract away from language specific aspects and permit a
quantum leap in terms of lowering data sparseness problems;

• by going beyond sentence boundaries; and

• by employing advanced and computationally-intensive machine learning techniques,
including unsupervised methods exploiting very large corpora.

Tree-to-tree approaches have been used in previous generation systems that are based
mainly on manually created rules (cf. Section 2). They are not yet fully explored though in
the statistical framework (cf. Section 4.3) as opposed to current state-of-the-art string-to-
string, string-to-tree and tree-to-string approaches. While doing so, we will use advanced
statistical modeling techniques such as Hidden Tree Markov Models [Žabokrtský and
Popel, 2009], CRF (Conditional Random Fields) or context-sensitive Maximum Entropy
transfer models [Och and Ney, 2002, Mareček et al., 2010].

For feature extraction and annotation, we will extensively use existing deep resources,
such as multilingual parallel DeepBanks [e.g., Flickinger et al., 2012].

We plan to go beyond sentence boundaries while building models for co-reference,
document-level context features etc. The existing deep-syntactic MT system TectoMT\(^{10}\)
will be adapted to support non-isomorphic tree transfer and to exploit document-level
context features and Linked Open Data.

For tree-to-tree transfer models, we will develop target-language tree models that
improve grammatical and semantic cohesion of the translated sentences. Unlike n-gram
language models, these models condition on the local tree context rather than local string
context. Techniques inspired by generalized parallel backoff and factored language models
[Bilmes and Kirchhoff, 2003] will be used to improve the translation and language model.

For language pairs where the resulting deep MT system will not outperform phrase-
based systems significantly or where previous results show other promising directions for
hybrid combinations of deep and stochastic information, we will try to combine different
systems (our deep MT with mainstream SMT) and exploit the fact that they have different

\(^{10}\)http://ufal.mff.cuni.cz/tectomt
distributions of errors. We also plan to extend the existing and successful Depfix system [Rosa et al., 2012a] that improves SMT output using automatic rule-based corrections of grammatical mistakes, and exploit also deep features in addition to the source and target language dependency trees.

8 Conclusion

Through many decades of research, machine translation has arrived to a state where complex phrase-based machine translation systems are considered to be the state-of-the-art approach to MT. They employ many additional modules that help them avoid a range of issues that lowered the quality of their outputs in the past, and typically achieve the best results among all types of MT systems [Callison-Burch et al., 2011, 2012, Bojar et al., 2013a]. However, the pace of improvements has slowed down recently, as if this approach has been depleted, and a new, different approach must be developed to replace PB-SMT, allowing further improvements to MT quality.

It seems that such an approach should be syntax-based to easily capture linguistic phenomena that are hard to address by PB-SMT, such as long-distance grammatical cohesion. Moreover, it is believed by some researchers that the typical syntactic approaches are too shallow for the task of MT, and therefore, methods of deep linguistic analysis should be used to capture all the important parts of the meaning of the text being translated.
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